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1. Introduction: Neyman’s Approach (vs Fisher's approach)

e Estimand : Average Treatment Effect (ATE)
T = 3 2ty (Yi(1) = Yi(0) = ¥ (1) = ¥(0)
¢ Null Hypothesis
Ho: T =0
(vs Fisher, Ho : Yi(1) — ¥;(0) = 0 for i = 1, ..., N)

¢ Inference : Large sample approximation

(vs Fisher's exact inference)

e Assumptions
- Potential outcomes Y;(1), Y;(0) are fixed.
- Assignment mechanism : Completely Randomized Experiment
- Stability assumpation : SUTVA



1. Introduction: Neyman’s Repeated Sampling Approach

¢ Finite Sample Inference
- Size N sample is fixed (N = N; + N¢)
- The only randomness : Assignment Vector (W)
- Estimand : 7 (finite sample ATE, SATE)

e Super Population Inference
- Size N sample drawn from size Ns, Super Population
- Randomness 1 : Sampling Vector (R)
; 1st Sampling (distribution generated by Simple Random Sampling)
- Randomness 2 : Assignment Vector (W)
: 2nd Sampling (Randomization distribution)
- Estimand : 7, (super-population ATE, PATE)

* Notation : Sampling Vector R
R e {0, l}NSP, where Nsp is usually assumed infinite but countable
R; =1 (sampled), R; = 0 (not sampled)
N
Y Ri=N



2. Finite Sample Inference

e Estimand : 7 = Y(1) - Y(0)
¢ Estimator
L di 1 1 . _
£ = o “Vély'om N I:WZI::O yobs — yobs _ yrobs
- Unbiased (Theorem 6.1)
Ew [ = 75
- Variance (Theorem 6.2)
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2. Sample variance of Yj(0)'s

(¥:(0) = ¥(0))

(Yi(1) — \7(1))2 ; Sample variance of Y;(1)'s
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(Yi(1) = Yi(0) — (Y(1) — \7(0)))2 ; Sample variance of Yj(1) — Y;(0)'s



2. Finite Sample Inference

e Variance of 7.9 : vy [7.9]

. sz sz s?
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- Neyman needed VW[T}Sdif

] in test statistic and confidence interval
- However, VV\/[T}SC“f

] is a function of ALL potential outcomes
= Never observable, Need Estimation : ¥

e Neyman estimator : Yneyman
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e \\e can also check other alternative estimators in textbook.



2. Finite Sample Inference

e Neyman estimator(¥"Y™") is widely used because...

@ Upwardly biased irrespective of the heterogeneity in
treatment effect (under a certain condition, unbiased)

® Unbiased in infinite Super Population (later)



2. Finite Sample Inference

@® Upward biasedness of {/neyman

- Alternative representation of VW[T}Sd‘f]

. di N
Vi [7:97] = -SZ+

N, 2
_N-/\/C < '5%"1‘*‘91‘5‘55‘51‘

N - Ny N

N

1 - _
where, prc = N=1)- 5.5 ;(W(l) =Y (1)) - (Yi(0) = ¥(0))

- Case 1 : Largest Vi [7:%7] : pre = 1 (Perfectly positively correlated)

Ne Nt N

- Case 2 : The most notable case (Treatment effect is additive and constant)

Vi [ =1 =

~ di s2 S2
Vw [‘Ffsdf | pte = 1,52 = Sf] = ﬁi + Wi

- yneyman is ynbiased estimator of Case 2 (Theorem 6.3)



2. Finite Sample Inference

* Confidence Interval & Testing

- Large sample approximation

by Central Limit Theorem, (7% — 7)/vV % N(0, 1)
- Confidence Interval

CI=2 (15 = (T}Sdif — Zap VY I 4 2, \/@
- Testing (Ho : 7% = 0, two-sided)

\/obs \/obs
Yt — Yc

VT

Reject Hj if, > Zy/2




3. Super Population Inference

¢ [Recall] Super Population Inference (Repeated Sampling)
- Size N sample drawn from size Ns, Super Population
- Randomness 1 : Sampling Vector (R)
- Randomness 2 : Assignment Vector (W)
- Estimand : 7, (super-population ATE, PATE)

* Notation : Sampling Vector R
Re {0,1}Msp,  where Nsp is usually assumed infinite but countable
R; =1 (sampled), R; = 0 (not sampled)
N
LR =N

* Rewrite ﬁcsdif by the Super Population representation

N
Adf b: obs _ b b
i yos ycos_ ZW Yos_ﬁz‘J 1_ yos (FS)
1 Mo Nep
= MER/-W/-KO“* ZR (1—W,) Y (sp)



3. Super Population Inference

¢ Estimator for 7,

- T}Sd'f is also unbiased estimator of g,

E [T}Sdif | Ysp(l)rYSD(o)] = Eq [EW [TAdeif | R,Ysp(l),Ysp(O)] | Ysp(l),Ysp(O)]
= Esp [Trs | Ysp(1), Ysp(0)] = Tsp  (Appendix B, p.110)
e Estimator for V[7; ]

- Yreyman s also unbiased estimator of V|[7%]

V{7 | Yap(1), Yap(0) | = Bep [V (797 | R, Yap (1), Yep(0)) | Yan(1), Yeo(0)]

+ Vsp (EW ["A'dlf | R, Ysp(1), YSD(O)] | Ysp(l)stp(O)>

o ot

N + N (: E [vneyman]) (Appendix B, p.112)

= Neyman showed that, 7" and V"&™a" js still valid
under repeated sampling approach
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4. Conclusion

Neyman's Causal Estimand was ATE (Average Treatment Effect).

He extended arguments to the Super Population (Repeated Sampling).
® He suggested 7:.9f as UE of 74 and Tsp
 He suggested ¥"eyman 55 UE of V[T}sdif]

e He suggested Testing & Cl procedures using large sample approx.
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